Equalization for High-Bitrate Acoustic Backscatter
Communication in Metals

Peter Oppermann
Hamburg University of Technology

peter.oppermann@tuhh.de

Abstract

Acoustic backscatter communication allows sensors in
challenging environments to transmit data with negligible
energy cost and is especially useful where electromagnetic
waves are infeasible. In acoustic channels, strong inter-
symbol interference (ISI) poses a major challenge, which is
usually—in conventional communications—mitigated with
equalization. Backscatter channels, however, are nonlinear,
and standard equalization techniques are not directly applica-
ble. Our work demonstrates that, by mapping the tag’s load
to emerging steady-states, the nonlinear channel can be split
into a map and a linear channel, enabling standard equal-
ization techniques. Employing our custom reader and tag
hardware design in the guided-wave (GW) metal channel, we
demonstrate that data rates can be increased more than five-
fold compared to no equalization with negligible additional
cost. We compare different algorithms for equalization, tim-
ing recovery, and interpolation. Moreover, we investigate the
time-variability of the GW channel under realistic scenarios,
e.g., varying temperatures and physical stress, and present an
effective countermeasure to adapt to the time variance.

1 Introduction

Backscatter communication enables a variety of novel
applications for wireless sensor nodes. The negligible en-
ergy requirement of passive communication allows sensor
nodes to operate with smaller—or even without—batteries
and, therefore, significantly reduces the cost and size of de-
vices. However, radio-frequency waves are not suitable in
all scenarios. Hence, the concept of backscatter was re-
cently extended beyond radio-frequency waves, e.g., to vis-
ible light [1], or acoustic waves [18]. In underwater ap-
plications, where electromagnetic waves are exponentially
absorbed [16], acoustic backscatter has been explored in
[2, 3], reaching distances of up to 10m. Similarly, acous-
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tic backscatter may also power and read-out smart implants
deep in the human body [4, 5]. Furthermore, the absorp-
tion of electromagnetic waves by metals makes acoustic
through-metal backscatter a hot topic for sensors in closed
containers, such as fuel tanks, or structural health monitor-
ing (SHM) [12,15,18,19].

Acoustic waves propagate several orders of magnitude
slower than RF, e.g., only several kms~! in metals and in wa-
ter compared to the speed of light at which electromagnetic
waves propagate. Furthermore, many environments have
strong multipath characteristics, e.g., guided-wave metal
channels or underwater channels in ports. Therefore, inter-
symbol interference (ISI) often strongly limits data rates, es-
pecially in acoustic backscatter. At the same time, higher
data rates enable novel applications and reduce the required
total energy for communication at the tag and reader by re-
ducing the transmission time, in which both need to be ac-
tive. Therefore, battery-less microsystems in metals, under-
water, or in the human body are in eyesight.

Traditional communication systems employ equalizers to
combat ISI by learning and removing the multipath charac-
teristics of the channel. Unfortunately, backscatter channels
are often nonlinear [17], which prohibits the direct appli-
cation of established and computationally efficient symbol-
by-symbol equalization techniques. Existing work about
equalizers in backscatter communications linearized chan-
nels with knowledge of the transmitted constellation [6]. In
certain channel types, however, the channel severely distorts
constellations, requiring a different approach.

In this work, we focus on acoustic guided-wave (GW)
metal channels, as found in plate-like structures such as
pipelines, struts, and beams. GW channels are particularly
challenging because they i) show low attenuation and strong
reverberation, ii) only allow low bandwidths and, hence, ef-
ficient utilization of the available bandwidth is essential, and
iii) require highly flexible tuning of the carrier frequency
dependent on the specific channel for maximum signal-to-
noise ratio (SNR). We aim to increase the potential data rates
of acoustic backscatter techniques by mitigating ISI in this
channel type because it is an enabler for sensors for SHM,
e.g., embedded within metals or in closed containers. How-
ever, the major takeaways are not limited to GW channels
but also apply to other types of backscatter channels and may
enhance communication in other areas, e.g., biomedical im-
plants and underwater monitoring. Our contributions are



 an analysis of the characteristics of the acoustic GW
backscatter channel, including proof that the nonlinear
channel is equivalent to a mapping followed by a linear
channel,

* a custom reader and tag design to enable higher-order
backscatter communication,

¢ in-depth analysis of the potential of digital communi-
cations algorithms, including DF and MMSE equaliza-
tion, channel parameter tracking, timing recovery, and
channel coding in acoustic backscatter, and

* an investigation of effects of temperature and mechan-
ical stress on the GW metal channel, and a strategy to

mitigate errors through the time-varying channel.
Section 2 reviews the principles of acoustic backscatter

communication and equalization. In Section 3, we first in-
vestigate the characteristics and challenges of the GW metal
channel and derive the nonlinear channel function. We
then show that the model can be split into a nonlinear load
transformation followed by a linear channel, leveraging the
knowledge of steady-states. We then can directly equal-
ize the linear equivalent model with well-known equaliza-
tion techniques. Section 4 presents the design of a custom
reader and tag pair that can perform higher-order modula-
tion with highly tunable carrier frequency by analog demod-
ulation with a homodyne IQ demodulator. We then present
the implementation details of a packet-based communica-
tion scheme. We compare two common types of equalizers,
MMSE and decision feedback (DF), in the equivalent chan-
nel. Furthermore, we extend the conventional LMS algo-
rithm to adapt equalizer coefficients to time-varying channel
parameters and constellation points, covering the nonlinear
variations in the backscatter channel.

With the presented implementation, we perform real-
world tests on several metal channels and demonstrate that
we achieve more than five times higher data rates with an
equalizer than without over a distance of up to 3m. The pre-
sented adaption techniques can reduce the errors introduced
by channel variations more effective than conventional LMS
adaption, especially in rapidly changing channels.

2 Background

We first clarify the principle behind acoustic backscatter
communication in metals and introduce the notation of the
signals used throughout this work. We then introduce the
fundamentals of the two equalizer types we apply.

2.1 Acoustic Backscatter

The backscatter communication system consists of a
reader and a tag. Both are equipped with a piezoelectric
transducer attached to a medium, e. g., a structural element.
The reader generates an ultrasonic carrier by applying a con-
tinuous sine wave to its transducer while observing the cur-
rent flow through the transducer simultaneously. The ultra-
sonic carrier propagates through the medium, and the tag’s
transducer converts the acoustic signal back into an electric
signal. An impedance mismatch between the transducer’s
input impedance and the tag’s circuit causes partial reflec-
tion of the incoming wave. The tag changes the transducer’s
reflection coefficient by modifying its input impedance and,
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Figure 1. The principle of acoustic backscatter on a solid
specimen (adapted from [18]).
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Figure 2. Block diagram of an acoustic backscatter com-
munication system.

hence, modulates the reflected signal.

Figure 1 shows a schematic sketch of the physical setup
of an acoustic backscatter system. We denote the sequence
of transmitted symbols as x = [xg, x|, ...,xx—1], where each
sequence element represents one out of N symbols, i.e.,
x € {0,1,...,N — 1}X. The symbols map to a sequence
u < {Z,Z,...,Zy_1}¥ of load impedances at the tag. Fi-
nally, a load impedance causes the transducer to have a spe-
cific reflection coefficient, so the sequence of reflection co-
efficients is denoted as & € CX. The reflection coefficients
relate to the applied load impedance as

N - u[k] —ZT
ik = Tz

where Zt is the output impedance of the transducer.

The reader generates a continuous carrier v(f) in the
medium and simultaneously measures the current i(r)
through its transducer. Current and voltage are sinusoids at
the carrier frequency. They are split up in the In-Phase and
Quadrature components after demodulation, yielding a com-
plex signal r(z) = a(t)exp(j- ¢(¢)), where a(z) is the cur-
rent’s amplitude, and ¢(¢) is the phase difference between
current and voltage. After sampling at a constant rate T, this
yields r = [rg,r1,...,r.—1] € CL. Figure 2 shows the com-
munication blocks to clarify further notation. We will use
square brackets to refer to discrete-time signals and normal
brackets to refer to continuous-time signals.

2.2 Equalization

Equalizers aim to remove ISI from a received signal. Se-
quence estimation with the maximum likelihood criterion is
known to provide optimal performance but is too resource-
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consuming for practical applications. Instead, symbol-by-
symbol equalizers are typically used. Among these equaliz-
ers, linear equalizers and the decision feedback equalizer are
popular because they can be implemented with simple digital
filters. The filter coefficients can be learned efficiently from
a pilot signal [7].

This work investigates the applicability of two types of
equalizers to the acoustic backscatter channel: The linear
minimum mean squared error (MMSE) equalizer, and the
nonlinear decision feedback (DF) equalizer. Both types,
however, build on the assumption of a linear channel, i.e.,
the received signal must be representable as a linear combi-
nation of the previously sent symbols.

i) = /0 " h(t = v)i()dr, )

where #(t) is the channel input and A(¢) is the channel im-
pulse response. This assumption is, in general, not valid for
the acoustic backscatter channel. We investigate the channel
characteristics in more detail in Section 3.

The MMSE equalizer is a linear feedforward filter with
N filter taps. It computes a linear combination of the last N
samples, weighted with filter coefficients ¢;,i € {0,1,...N —

1}
. N—1
ﬁMMSE [k] = Z cir[k — l] (3)
i=0

The name MMSE refers to the criterion of how the filter co-
efficients are computed. With a known training sequence
u, the MMSE equalizer optimizes the coefficients ¢ so that
the error Hﬁ — uﬂ is minimized in the sense of the minimum
mean square criterion.

The DF equalizer, in contrast, uses a feedforward filter
with the last P samples, and a feedback filter, using the last
Q symbol decisions as feedback.

0
upr[k] = Z crirlk—i — Z cp, jitlk — jl, “4)

where ¢¢ are feedforward filter coefficients and ¢y are the
feedback filter coefficients.

2.3 Equalizer Comparison

The advantage of the DF equalizer is that it uses the hard
decision of the previous symbols in the feedback loop for
ISI removal instead of noisy past samples. Therefore, the
MMSE equalizer output is noisier than the DF equalizer. A
disadvantage of the DF equalizer is error propagation, i.e.,
when a wrong decision was made about a symbol, this error
affects the following symbols.

Another difference is the required number of taps. In
many practical applications, the signal is oversampled with a
multiple L of the symbol rate fy;. The number of taps must
be large enough to span the delay spread ¢ of the channel.
Hence, when the delay spread spans M symbols, the required
number of taps in a fractionally spaced MMSE equalizer is
N =M - L. At the same time, the DF equalizer only uses the
past symbol decisions in its feedback loop and hence only
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Figure 3. Gain of a guided-wave metal channel, where
the output voltage was measured at the tag’s transducer
3 m away from the reader on a steel plate.

uses Q = M taps in the feedback and P = L taps in the feed-
forward filter. Therefore, the DF equalizer is less computa-
tionally intense and can converge on shorter pilot sequences,
as we investigate in Section 5.1.

3 Acoustic Backscatter Channel

We investigate the characteristics of GW metal channels
and demonstrate that conventional techniques from backscat-
ter communication need to be adapted to work in this en-
vironment because signal constellations are generally un-
known to the reader. We then introduce a model for the
multipath backscatter channel and demonstrate our novel ap-
proach to splitting the nonlinear channel into a mapping fol-
lowed by a linear channel without relying on knowledge of
the constellation.

3.1 Channel Characteristics

In a GW metal channel, the transducers are applied to a
plate-like structure as shown in Fig. 1. The type of wave
propagating with the lowest attenuation over such a structure
is the so-called lamb wave. It can only be excited efficiently
in frequency ranges, where the wavelength is in the order of
magnitude of the plate thickness [8]. Accordingly, existing
work on active acoustic guided-wave metal communication
employed frequencies between 20 kHz and 400 kHz [9, 10],
strongly limiting the available bandwidth.

Figure 3 (left) shows the one-way channel frequency re-
sponse in a 5 mm test plate, where reader and tag are 3 m sep-
arated. Note that the backscatter signal must propagate two-
way, doubling the attenuation in dB. The figure (left) shows
that—in this specific channel—we can only utilize a nar-
row frequency band around 220 kHz. The structure’s thick-
ness and material determine the broad utilizable bandwidth
in which lamb waves can be excited efficiently. Further-
more, piezo disks have a narrowband characteristic, addi-
tionally limiting the bandwidth. Attempts to develop broad-
band transducers exist but require complex and expensive
transducer designs [13]. Figure 3 (right) shows an excerpt
of the frequency response in the usable band, demonstrat-
ing that the channel is strongly frequency selective, mainly
caused by the multipath characteristics of the structure at
hand. This frequency selectivity motivates that a backscatter
reader must adapt the carrier frequency to the channel and
can not rely on a fixed carrier.

Previous work on higher-order modulation in backscatter
communication chose the load impedances at the tag based
on the input impedance of the antenna, or transducer, respec-
tively [3,22]. We can choose the optimal load impedances
to achieve the desired constellation using Eq. (1). In the
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Figure 4. Input impedance of the tag’s piezo when
mounted on a metal plate compared to free air (left).
When using the same load impedances at the tag with two
different channels, the resulting constellation is distorted
nonlinearly (right).
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Figure 5. Observed step response in a GW metal channel
under test.

GW metal channel, however, the coupling between trans-
ducer and metal is so strong that the channel heavily distorts
the transducer’s input impedance. Figure 4 (left) shows the
measured input impedance of the same transducer, once in
free air and mounted on a metal plate. The impedance in
free air follows a smooth, typical curve. After mounting it
on the structure, the transducer’s input impedance fluctuates
strongly, changing between capacitive and inductive within
a few hertz. The strong electromechanical coupling between
piezoelectric transducer and metal structure [21] is the cause
for this effect. Therefore, it is infeasible to match the trans-
ducer’s impedance at the tag without prior channel measure-
ment, which is impractical and would require custom adap-
tion of the tag hardware for every individual placement. Our
approach assumes that we do not know the input impedance
and that the resulting constellation is unknown to the reader.

Lastly, Fig. 5 shows an investigation of the step response
at the reader when the tag switches between two load states.
We observe that significant inter-symbol interference exists
on the channel, and it takes roughly 8 ms to 10 ms until the
received signal converges to a new steady-state in this spe-
cific channel. An equalizer is required to reduce ISI and al-
low symbol times much smaller than this.

3.2 Channel Model

We present a model of the backscatter channel to em-
phasize its nonlinear characteristics. We then show that an
equivalent linear channel exists that we can instead use for
equalization. This equivalent channel is based on the steady-
state for each symbol at the tag. A channel is linear when

Figure 6. Visualization of the paths in the structure,
where (a) shows the static environment paths, (b) shows
the paths from the reader to the tag, and (c) shows higher-
order scattering.

a linear relationship between input and output exists, which
raises the question of what we should consider as channel
input. The chosen load impedance u[k] at the tag has a
highly nonlinear relation with the resulting reflection coef-
ficient (see Eq. (1)), and, as we demonstrated, this relation
is unknown a priori. We will therefore continue to use the
reflection coefficient in the model as channel input.

We assume the backscatter channel to be a multipath
channel. The carrier originates at the reader and propagates
through the structure over multiple paths. The received sig-
nal is then again captured by the reader. Every propagation
path is characterized by three properties: an attenuation fac-
tor a, a phase shift ¢, and a propagation delay T. A subset of
paths P are reflections of the carrier from the environment,
i.e., the structure’s boundaries. These paths are static and
not influenced by the transmitted symbol. Another subset of
paths, Pp, describes the dynamic paths, the paths that lead
from the reader to the tag’s transducer. The same set Pp also
leads from the tag to the reader in the other direction. The
two types of paths are visualized in Fig. 6 (a) and (b).

The constant carrier in baseband is denoted as a complex
factor ¢ = Ag - /%, and the tag’s time-varying reflection co-
efficient is #4(¢). Then the received signal can be described
as

r(t)=c-|e+d Y ar-exp(jo,)i(t —1,)+ 9|, with

rePp
e= Z ap-exp(jop) (Environment) (5)
PETE
d= Z aq - exp(joq) (Carrier at tag),
9<®p

where e is the sum of all reflections from the environment
and d is the carrier that is observed at the tag’s transducer.
Note, that both e, and d are not time-dependent, as the
reader applies a constant carrier, and after few milliseconds,
a steady-state emerges as paths with a longer transmission
time have been attenuated under the noise threshold. The
time-dependent part is the reflection from the tag, with a
time-varying reflection coefficient.

In our model, we only treated direct reflections. On some
paths, a signal is reflected by the tag’s transducer multiple
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Figure 7. The nonlinear baseband backscatter channel
can be equivalently represented by a mapping from load
impedances to steady-state values followed by a fully lin-
ear communication channel.

times before returning to the reader. Such paths introduce
the residual ¥, where the reflection coefficient is applied
multiple times. Since these multi-reflections have to travel
longer distances and experience more reflections from the
metal boundaries, they are usually small in magnitude, and
we will neglect them, i.e., O ~ 0.

Equation (5) shows that the received signal consists of a
constant offset e, and the reflected signal may be scaled and
rotated in the I-Q plane by the propagation path d, as de-
picted in Fig. 4 (right). Due to the offset, the received signal
is not linearly dependent on the scattered signal. Conven-
tional backscatter systems removed the offset e from the sig-
nal, e.g., by removing the mean of the received signal, suc-
cessfully linearizing the channel. This, however, requires a
symmetric constellation, where e equals the mean of all con-
stellation points. Since—in GW channels—the constellation
is unknown and is likely not symmetric, the offset can not be
removed, and the received signal can not be linearized.

However, we can change what we consider the channel
input to yield a linear relationship between channel input and
output. Consider the steady-state value #;, which is the value
that the received signal converges to when the tag applies a
constant load impedance for a sufficiently long time. In that
case, ii(t) is independent of the path delay 7 for all paths in
Pp, yielding

i(t)=c- [e+d-z2(t)- Y a-exp(jo,)
re®Pp (6)

=c (wd%z(;)) .

Solving this for the reflection coefficient gives

ar) = Te=e )

Plugging Eq. (7) into Eq. (5) produces
Lo (t—1,)/c—e
r(t) = c(e+d Z a- exp(](I)r)(tiz/)

re®p

(e} E ot 8

re®p

—2 Y ar-GXP(jd)r))

re®p

®)

:é Y a,-exp(jo,) - alt — ).

re®p

=

MCU /

Figure 8. Tag schematic overview. A microcontroller
(MCU) controls a set of switches and a potentiometer
to vary the transducer’s load impedance (adapted from
[18D).

Equation (8) shows that the relation between steady-state
values and channel output is linear. That means a backscat-
ter channel behaves equivalent to a conventional linear chan-
nel following mapping from load impedances to emerging
steady-state values (see Fig. 7). As the reader had no op-
tion to know the reflection coefficients a priori, it can easily
acquire the steady-state values from a pilot sequence in a
channel estimation step. Hence, the reader can acquire the
required information to train and apply an equalizer to the
received signal.

4 Implementation

This section first motivates and explains the chosen im-
plementation of the reader and then focuses on the software
pipeline that the reader employs to decode the messages.

4.1 Hardware

We present a custom hardware design for reader and
tag because a) no commercially available integrated circuits
(ICs) suitable for acoustic backscatter exist on the market,
and b) we want to demonstrate that reader and tag can be
constructed from cheap, commercial off-the-shelf (COTS)
components. Available readers for RF backscatter are de-
signed for frequency ranges of several hundred MHz to a
few GHz, while the most effective acoustic waves in guided-
wave metal channels are in much lower ranges of a few hun-
dred kHz. In underwater environments, they even go as
low as tens of kHz [2]. Most existing designs for acoustic
through-metal backscatter communication in SWP channels
employed binary modulation with only ASK modulation.
For higher-order modulation, however, quadrature modula-
tion is desired. Our tag and reader are a modification of our
previously presented hardware [18]. We extended the reader
with an analog demodulator circuit, allowing a higher fre-
quency resolution than with digital demodulation.

The tag must switch between a set of load impedances
applied to its transducer (Fig. 8). As we demonstrated, we
cannot know the best load impedances for a channel a priori.
The tag must be able to choose flexibly between different
load impedances. Therefore, our design can vary both its
load’s reactance and resistance. It employs a set of induc-
tors and capacitors that can be selected dynamically and a
digital potentiometer in series with the reactances. From the
preliminary measurements shown in Fig. 4, we pick optimal
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Figure 9. Principle sketch of analog IQ demodulator.
Inverter, buffer, and derivative are realized with opera-
tional amplifiers, while the sign operation is realized with
a comparator.

loads for the average input impedance between 220 kHz to
230kHz. The switch and potentiometer are digitally con-
trolled with a microcontroller.

The reader’s job is to i) generate a sinusoidal carrier wave
with a finely tunable frequency and ii) to measure the current
through the transducer and decompose it into an in-phase
and a quadrature component relative to the voltage applied
to the transducer. In contrast to many conventional com-
munication schemes, we dynamically adapt the carrier fre-
quency to the channel because the SNR can be improved
significantly by using a resonant frequency for a specific
channel. Furthermore, the reader and tag are not mobile, so
the channel—and the optimal carrier frequency—is not ex-
pected to present strong time-variance. The carrier is gener-
ated with a direct-digital-synthesis IC (AD9833), with which
the STM32F446RE microcontroller can tune the frequency
with an accuracy of less than 20 mHz.

Although it is possible to use digital IQ demodulation to
recover the phase and magnitude of the received signal with
lower carrier frequencies, we decided to implement an ana-
log demodulator because

* fast digital demodulation techniques require certain re-
lations between sampling frequency and carrier fre-
quency, limiting the resolution of achievable carrier fre-
quencies significantly,

* no additional local oscillator is required because the
reader both generates the carrier and demodulates the
received signal in a single device,

* analog demodulation allows the MCU to sample the
signal at rates much lower than the carrier frequency,
reducing the load on the MCU.

Again, no COTS ICs for IQ demodulation or frequency
mixing were available because of the unusually low fre-
quency range. Therefore, we constructed a mixer from ana-
log switches (Fig. 9). The lowpass filters are third-order But-
terworth filters with a cutoff frequency of 10kHz. Lowpass
filtering is required to remove the frequency components at
multiples of the carrier frequency that arise during mixing.
The result is a DC signal where

i(2)]| - cos Z{i(t), v(t)} ©)
i(0)]] - sin 2{i(t), v(1)}. (10)

4.2 Message Structure and Sending

After establishing signals’ physical generation and recep-
tion, we explain the package-based message structure for
communication. We prepend every message with a pream-
ble, a 13 symbol barker sequence with optimal correlation
properties. Following the preamble, we transmit the encoded
symbols. During transmission, the tag switches to a unique
load impedance for every transmit symbol with a given sym-
bol frequency 1/T,.

As we aim to explore the limitations of the backscatter
channel, we also applied strong channel coding. As a code,
we chose LDPC codes, which can be encoded with little
computational effort at the resource-constrained tag. Per-
formance depends strongly on the properties of the specific
channel code. Therefore we decided to adopt a standardized
code from WiMAX, retrieved from [11]. The code has a
block length of N, = 576 information bits, and a code rate of
0.83, yielding 478 information bits per message. The num-
ber of symbols in a message also depends on the modulation
order and is denoted as Ny = [N, = log,(N)] symbols.

4.3 Software-Defined Radio Pipeline

After analog demodulation, the in-phase and quadrature
parts are sampled simultaneously with the 12-bit ADC inte-
grated into the MCU. We used a sampling rate of 100 kHz
and then passed the acquired samples through a digital 4-th
order lowpass filter. Filtering is required because, after the
analog demodulation, we still observe noticeable leakage of
the carrier frequency in the received samples. Furthermore,
the digital filter can easily be tuned to the required band-
width, which varies with symbol time. Accurate tuning of
the cutoff frequency is essential because the transmitted sig-
nal is not bandlimited, i.e., the tag can not apply a pulse shap-
ing filter. By switching between loads, the scattered signal
effectively has a rectangular pulse shape with infinite band-
width. Adapting the lowpass filter accordingly will prevent
severe aliasing.

We then downsample the filtered signal to a multiple L of
the symbol rate. In our experiments, we have used values for
L between 4 and 10 because at least four samples per sym-
bol are required for the following symbol timing detection.
Finally, the I and Q part are combined to form a complex
number, i.e.,

i =1(1-T,) +j- Q- Ty). (11)

We perform channel activity detection, symbol timing syn-
chronization, channel equalization, and frame synchroniza-
tion for successful message reception. In the following steps,
we assume that the reader already has the required channel
state information, i.e., the steady-state channel values corre-
sponding to every symbol and the equalizer coefficients. We
will focus on the channel estimation step in Section 4.4.
Activity detection aims to detect the start of a message
coarsely. Therefore, incoming samples are written to a
buffer. For every block of Ny samples, a standard devia-
tion is calculated. If this does not exceed a fixed thresh-
old, we discard the block. Otherwise, the receiver passes
the samples through symbol timing detection, where we use
a square timing error detector to identify the sample timing
offset. We subsequently interpolate samples to reconstruct
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Figure 10. A training sequence for the equalizer. The
constellation points are estimated at the start of the se-
quence, where the same symbols are sent multiple times
consecutively to let a steady-state emerge.

the samples at the correct sampling instants with either a lin-
ear or a square interpolator. We compare the effectiveness of
different interpolators in Section 5.

Next, the samples are equalized either with the linear
MMSE equalizer or with a DF equalizer. After that, we use
a correlation to find the preamble, and the resulting samples
are either fed into a decoder for the channel code or passed
through a hard decision device to yield the final message.

4.4 Equalizer Training and Adaption

The reader must acquire channel state information for
equalization, i.e., the equalizer weights. The tag sends a
known training sequence beforehand. Knowing the sent and
received signal, the channel can be estimated with linear
least-squares optimization. However, in contrast to conven-
tional communication systems, where constellation points
are known to sender and receiver beforehand, the constel-
lation points in the equivalent linear channel depend on the
nonlinear backscatter channel, and the reader can not know
them a priori. Therefore, the reader needs to acquire knowl-
edge about the constellation points additionally.

Therefore, the tag’s training sequence starts with a se-
quence, where every symbol is repeated for multiple sym-
bol periods (see Fig. 10). When the symbols are repeated
long enough, the steady-state will emerge. In the channels
evaluated by us, ten milliseconds are sufficient. From these
sequences, the reader can then extract knowledge about the
mapping from symbols to constellation points. With this, it
can also reconstruct the input to the equivalent linear channel
that is required for equalizer training.

Equalizer Tracking

Although reader and tag are not mobile, the channel may
change over time due to temperature changes in the structure
or altered boundary conditions. We leverage adaptive equal-
ization to adapt the equalizer weights to the varying channel
continuously. Therefore, we implement the LMS algorithm,
where the equalizer error is estimated after equalizing every
symbol, and the equalizer parameters are adapted to reduce
the observed error.

However, in contrast to conventional communication,
the constellation points may also change when the chan-
nel varies. When the estimated constellation points are not
representing the steady-state values correctly, the assumed
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Figure 11. Schematic of a decision feedback equalizer
with error term. The decision device outputs the detected
constellation point d[k], and the symbol index s[k] corre-
sponding to this constellation point.

equivalent channel is not truly linear. Therefore, the equal-
izer performance will degrade. For proper tracking of the
channel parameters, we also require an adaptive tracking of
the constellation points.

The core idea is to split the parameter update into two
steps. In the first step, we assume the estimated constel-
lation points are correct and update the equalizer taps ac-
cording to the regular LMS algorithm. In the second step,
we assume that the equalizer taps represent the channel per-
fectly so that the mean value of every equalized symbol is
distributed around the corresponding correlation point with
zero mean. Therefore, during the second step, we slightly
adapt the constellation point of the currently detected sym-
bol in the direction of the error.

We illustrate this technique using the decision feedback
equalizer shown in Fig. 11, although it can also be used with
an MMSE equalizer analogously. The decision device uses
the i-th estimate of the constellation points z; corresponding
to the symbol s. After every detected symbol, the detector
updates its constellation point estimation opposite the equal-
izer error’s direction. At the same time, the equalizer coeffi-
cients ¢ and ¢y, are updated as in the LMS algorithm.

e[k] < d[k] — iu[k]
cf < c¢+2u. - e[k] - Flk, ..., k— P]

Co < b — 2 -elk]-d[k,....k— Q]
L] € Tl — Meelk],

where 7 is the complex conjugate of the received samples,
and d is the complex conjugate of the previous symbol deci-
sions. Both adaptions are scaled with a factor u, or u,, re-
spectively, to avoid instability. The effectiveness of the con-
stellation point adaption is evaluated in section Section 5.5.

5 Evaluation

We first evaluate the influence of tap number and training
sequence length for both equalizer types, DF and MMSE.
We then focus on the sampling timing mismatch and inter-
polation techniques. Then, we investigate the gain of channel
coding. Next, we compare the total achievable data rate with
and without the applied equalization techniques. Then, we
explore the time-variance of the channel and the effective-
ness of the proposed adaption technique. Finally, we study
the linearity of the developed 1Q demodulator.

We use a long metal bar with multiple transducers at-
tached (see Fig. 12) for testing. The piezoelectric disks from
PICeramics have a thickness of 2 mm and a diameter of 1 cm.
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Figure 12. The specimen under test has a total length of
3.5 m and multiple piezos allow for several channels with
different total lengths (not to scale).
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Figure 13. The chosen number of taps of the equalizer
directly translates to the time span it can cover. Too many
taps are degrading performance by overfitting.

The manufacturer specifies the resonant frequency in radial
direction as 200 kHz, and in thickness mode as 1 MHz.

5.1 Equalizer Parameters

An established metric for evaluating equalizer perfor-
mance is the error vector magnitude (EVM) [14,22]. This
is defined as the average RMS distance between the equal-
izer output and the correct constellation points relative to the
average distance between constellation points.

KEE (|l — uli)|
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We first evaluate the equalizer’s required length, which di-
rectly translates to the timespan in which ISI can be removed.
In our specimen channel, 9 ms was the optimal timespan for
the equalizer. In direct comparison, the DF equalizer per-
formed better than the MMSE equalizer. This is shown in
Fig. 13, where we took a recording of 50 messages in a Im
channel with a symbol duration of 0.25 ms and an oversam-
pling rate of 5. Regardless of the number of taps, we trained
the equalizer with the same pilot message. The DF equalizer
reached a minimum EVM of 12.3 % compared to 14.4 % for
the MMSE equalizer. As a reference, we also show the cu-
mulative energy of the impulse response in the same chan-
nel. The 9 ms optimum equalizer length span close to 100 %
of the impulse response’s energy.

Next, we investigate the relation between the length of the
pilot sequence for equalizer training and the EVM in sub-
sequent decoding. We used the same set of recorded mes-
sages but cropped the training sequence to a limited num-
ber of training symbols. We then equalized all 50 messages
and compared the average EVM. The results show that the
MMSE equalizer requires a longer training sequence than the
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Figure 14. The DF equalizer requires significantly less
taps and hence a shorter pilot sequence is sufficient for
equalizer training.

DF equalizer, which can be explained by the much smaller
number of filter coefficients required by DF. In this example,
a pilot sequence of 100 symbols for the DF equalizer pro-
duces an EVM of 18 %, while the MMSE equalizer requires
at least 400 symbols to generate the same EVM. An opti-
mum is reached for the DF equalizer after 350 symbols, as
shown in Fig. 14.
5.2 Sampling Timing Mismatch

When the analog signal is sampled at a fixed rate, an ar-
bitrary delay 7 is introduced because of the lack of synchro-
nization between reader and tag, i. e., the sampled signal is

rlll=r(l-Ty+1(t)) (13)

with sampling period 7;. When the pilot signal is received
with delay 7o, the equalizer is trained to remove the ISI at
sampling points with this specific delay. Upon reception of
consecutive messages with T # T, the equalization perfor-
mance is reduced.

We implemented a square timing error detector and inter-
polated the received samples according to the detected tim-
ing offset to mitigate the effects of timing errors. Evaluation
in a real channel shows that timing error correction strongly
reduces the EVM variability over a number of consecutive
messages with arbitrary sampling delay. We also tested hard
synchronization as a reference for optimal timing, where we
used a cable to trigger the reader’s sampling clock upon the
start of transmission by the tag. Figure 15 (left) shows the
error for 50 messages. It can be seen that without timing re-
covery, the equalizer error varied significantly between mes-
sages. The variation was strongly reduced with a square tim-
ing error detector and subsequent interpolation. However,
hard synchronization still performs slightly better.

We want to note that, generally, T can vary within one
message due to clock frequency mismatch between tag and
reader. Our implementation detected and corrected the tim-
ing mismatch for the whole message. Other timing error de-
tector algorithms exist, capable of continuously adapting the
timing error correction from one symbol to the next. These
may still improve the results. However, we do not think that
clock mismatch poses a large problem, as the clocks on the
microcontrollers of reader and tag have a specified error of
less than 1 %. Hence, during the 200 ms to 400 ms long mes-
sages, the total clock error should not exceed 0.2 % to 0.4 %
of a sampling interval, depending on message length. In con-
trast, the initial offset 7T at the start of a message can be up to
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Figure 15. Influence of synchronization mismatch on
equalizer output error EVM in a 2 meter channel for 50
messages each. The box shows the EVM range within
which 90 % of the equalized messages fall, while the white
line shows the median. Timing recovery successfully re-
duces variations in output error between messages, al-
though it can not reach the optimum (hard synchroniza-
tion).

half of a sampling interval and is much more relevant than
clock drift.

We further investigated different methods for interpola-
tion, i.e., linear, quadratic, cubic, and ideal interpolation.
The ideal case involves a fast Fourier-transformation (FFT),
multiplication in frequency domain, and inverse FFT, and is,
therefore, very resource-consuming. We, therefore, consider
it not as a viable solution for the reader, but as a reference for
the optimal interpolation. Differences in overall performance
between the different interpolations are minor, as shown in
Fig. 15 (right). As expected, the ideal interpolation performs
best. A quadratic interpolation scheme offers the best trade-
off between implementation complexity and EVM.

5.3 Channel Coding

Channel coding and equalization must be considered
jointly when designing a communication system. Accord-
ing to the literature, the DF equalizer has the disadvantage of
error propagation, and that successive channel decoding can
not improve on the propagated errors [7, p. 364f]. However,
our results indicate that the decision feedback equalizer still
outperforms the MMSE equalizer even after channel coding.
Furthermore, we observe that channel coding improves the
error of a DF equalizer.

Figure 16 compared the DF and MMSE equalizers with
and without channel coding. We have again taken a record-
ing of 50 messages in channel GW 1, where the bits were en-
coded with a high rate (R=0.83) LDPC code from [11]. On
the receiver side, the messages are decoded with an iterative
belief propagation decoder with a maximum of 10 iterations.
As a reference, we perform a hard decision on the informa-
tion bits before decoding. To inspect the effect of lower SNR
on the same channel, we add normal-distributed noise to the
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Figure 16. The packet error rate (PER) of the equalized
channel with and without decoding. Iterative belief prop-
agation decoding was performed with a maximum of 10
iterations. Here, a symbol interval of 7,, = 0.25ms, and
4-QAM like modulation was used.
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Figure 17. Achievable error-free throughput with the dif-
ferent configurations. The results were achieved on chan-
nel GW1 with channel coding.

recorded samples before equalization and decoding.

The results show a larger coding gain for the DF equalizer
than for the MMSE equalizer (3dB vs 1dB), and a consid-
erable gain of 7dB between DF and MMSE equalizer re-
gardless of coding. That indicates that the decision feedback
equalizer is the better choice also after decoding.

5.4 Achievable Data Rate

We compare the increase in data rate over the metal chan-
nel achievable through equalization. The reference without
equalization is established by picking the sample in the cen-
ter of each symbol period and using it directly as input to the
decoder. We recorded 100 messages for symbol durations
T, € {0.25ms,0.5ms,0.75ms, L ms,2ms}, and N = {2,4,8}
distinct constellation points. The results show that with-
out equalization, the highest data rate is less than 2 kbits™!
in the 1m channel, and higher-order modulation with eight
constellation points can not be achieved at all. The MMSE
equalizer already triples the achievable data rate, and the DF
equalizer even reaches more than five times the data rate, es-
tablishing error-free communication with eight constellation
points per symbol at 4000 symbols per second. In the 2m
and 3 m channel, similar results are achieved. However, the
data rates all overall reduced with maximum 6.6 kbits~! with
a DF equalizer and only 830bits~! without equalization, as
shown in Figure 17. In all configurations, we equally applied
timing recovery and channel coding.

To put this into perspective, we also calculated the Shan-
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Figure 18. Error with and without constellation point
adaption (CPA) in different scenarios.

non capacity limit of the channel using the impulse response
and the water filling power allocation as described in [7,
pl16ff]. In channel GWI1, the capacity was 66 kbits™!,
which is roughly 6.6 times larger than the maximum data rate
achieved. The reason for this still large remaining gap is not
apparent. However, reasons can be i) the short block length,
as strong channel codes are known to reach the capacity limit
only if block lengths approach infinity, and ii) nonlinearities
in the receiver and the channel, as equalization and decoding
algorithms are designed for a linear channel.

5.5 Time Variance and Adaption

We introduced out constellation point adaption (CPA)
technique in Section 4.4. We now investigate the errors in-
troduced by changing channel values and the effectiveness
of the presented countermeasures.

As we cannot change the channel in a controlled way, we
introduce an error to the estimate of the constellation points
on purpose to evaluate how the CPA mechanism improves
the result compared to conventional LMS. A recording of
100 sequential messages in a time-invariant channel is used,
in which we know the correct constellation points from a
channel estimation step. We distinguish three different sce-
narios:

1. Ideal CP estimation: The equalizer knows the correct
constellation points during training and message recep-
tion.

2. Time variant channel: The equalizer can extract the
correct constellation points from the training symbol
and uses them for training. After training, the chan-
nel changes, and the constellation points are not correct
anymore during message reception.

3. Flawed channel estimation: The estimated constella-
tion points are not correct during training and reception.

In the latter two scenarios, we mimic a variation in the
channel or an inaccurate channel estimation by adding an
offset to the correct constellation points that we provide to
the equalizer.

The results are shown in Fig. 18. In the ideal scenario,
CPA produces roughly the same error as conventional LMS,
but there is stronger variation in the performance between
messages since noise in the recorded signal will cause non-
beneficial adaptations to the constellation estimation. In the
time-varying scenario, where the equalizer is trained with the
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Figure 19. With static equalizer coefficients, the EVM
rises strongly upon temperature variations in the mate-
rial. Adaptive equalization using using LMS and CPA
can reduce the EVM and mitigate communication failure
due to channel variation.

correct constellation points, CPA strongly reduces the EVM
from initially 40 % to less than 13 %, close to the ideal values
of 10 %. At the same time, without CPA, the LMS algorithm
can adapt the channel parameters to reduce the error from
42 % to 21 %.

Finally, in the last scenario, where we already performed
training on an inaccurate estimate of the constellation, both
LMS alone and LMS with CPA can slightly improve EVM.
However, the CPA algorithm does so much quicker within
the first messages. These results show that the correct es-
timation of the constellation points from the training sym-
bol is crucial for good equalization performance in any case.
However, CPA can be used to track time-varying constella-
tion points. CPA will, however, slightly degrade EVM in the
ideal case when no variation in the channel exists.

In the second experiment, we apply CPA in two real-
world scenarios: In the first scenario, temperature variations
in the metal cause the channel to change, while in the sec-
ond scenario, we expose the specimen to external forces. We
first performed channel estimation with equalizer training in
both scenarios and then continuously sent messages over a
1-meter channel for several minutes. We then evaluated the
same recorded samples without adaption, with LMS adap-
tion only, and with LMS and CPA. The setup with all used
equipment is depicted in Fig. 20.

Figure 19 (left) shows the average EVM per message over
time, while we heated the metal bar with a hot air gun from
initially 24 °C to up to 58 °C. In outdoor environments, such
temperature spans are feasible, though usually, temperature
changes more gradually over the day. The heating and tem-
perature measurement was performed locally between the
two transducers. Without adaption, the EVM quickly rises
as we begin to heat up the metal. After about 35 s, the equal-
izer output is so distorted that subsequent correlation fails
to detect a message. LMS improves the EVM and enables
continuous reception during the entire experiment. Finally,
with CPA, all messages were also successfully received. The
EVM with CPA was lower than with LMS only over the
whole course of the experiment. However, we observed im-
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Figure 20. The setup for the dynamic channel experi-
ments, with all used hardware.

provement, especially during the fast heat-up and early cool-
down phases, where the channel changes much more rapidly
than in the later cool-down phase.

We performed the same experiment in the second sce-
nario, shown in Fig. 19(right). However, instead of heating
the metal bar, we applied mechanical forces to it. Forces in-
cluded clamping the metal locally, putting a 5 kg weight on
the metal bar, and stepping on it with full body weight during
message transmissions, causing it to bend and change geom-
etry noticeably. In contrast to the first scenario, the channel
changes much quicker. Without adaption, the EVM rises to
more than three times the initial EVM during transmission,
causing high bit error rates. The LMS and CPA algorithms
significantly reduced the EVM in response to the changed
boundary conditions. Bit errors only occurred in a few mes-
sages directly after the change, before the equalizer could
adapt. Between LMS and CPA, however, we can not observe
further improvement in this scenario.

5.6 1IQ Demodulator

The presented analog receiver frontend includes a homo-
dyne demodulator, which is prone to nonlinear distortion of
the I and Q parts of the signal. We evaluated the transfer
function of our custom demodulator by using two synchro-
nized signal generators to apply two sinusoids with known
amplitude and phase offset to the demodulator input while
recording the resulting I and Q parts. The demoudlated con-
stellation points deviate up to 5 % from their expected values
in the 1Q plane, with an average error of 46 mV.

However, the nonlinearity introduced by the receiver has
no significant detrimental effect on the equalizer perfor-
mance. To quantify the magnitude of the effect, we corrected
the recorded samples of 50 messages, using the acquired de-
modulator transfer function to interpolate samples. When
equalizing the corrected samples, the median EVM at the
equalizer output was less than 0.2 % lower compared to the
original recordings. Further improvement of the demodula-
tor circuit’s linearity is therefore not highly promising.

6 Limitations and Discussion

The presented results show that software-defined radio
techniques such as symbol timing recovery and equalization
achieve higher data rates in acoustic backscatter communi-
cation and use available bandwidth more efficiently. We

demonstrated this in a highly challenging environment: The
guided-wave ultrasonic backscatter channel. A few remarks
are appropriate:

The extents of the structure under test were only a 3.5m
long narrow metal bar that was isolated from its environ-
ment. In real applications, e.g., in pipeline monitoring, larger
structures must be expected, where more wave energy is dis-
sipated into the environment, causing the SNR to shrink.
However, SNR is in the current implementation limited, as
the received signal is the sum of an environmental reflection
and the tag’s reflection, which can only be amplified up to
the power rails of the reader. An improved design, where
the constant offset is first analogously removed before am-
plification would allow to amplify only the scattered signal
before sampling, allowing to reach a much larger SNRs even
in large structures.

The two experiments in Section 5.5 show that character-
istics in the metal channel are susceptible to physical forces
and temperature changes. Adaptive equalization can mit-
igate slowly changing channels effectively. However, im-
proved adaptation techniques may be required to cope with
rapid temperature changes. The used LMS algorithm is
known to converge very slowly. More complex but faster-
converging algorithms, such as Fast Kalman DFE, may han-
dle substantial temperature variations better and enable the
presented technique in more challenging environments. Fur-
thermore, field tests in realistic environments, e.g., bridged
or pressurized tanks, must be conducted to measure the ex-
tent of channel variation in these scenarios.

To make the tag an entirely passive device, it has to har-
vest energy from its transducer. In this work, we focused on
improving the data rates in communication only and did not
implement wireless energy transfer. However, we must ex-
pect the harvester to impact the scattered signal as it changes
the load impedance at the tag’s transducer, e.g., when using
switched charge pumps or regulators. At the same time, the
chosen load impedance of the transducer can inhibit harvest-
ing if it causes a significant impedance mismatch. Therefore,
further research is necessary to combine harvesting and com-
munication in a balanced way.

6.1 Related Work

In this section, we position our contribution in the con-
text of related work, comparing it with the state-of-the-art in
acoustic communications and higher-order load modulation.

6.1.1 Acoustic Backscatter Communication

Acoustic backscatter has been applied to several domains,
such as underwater, in-body, or through-metal channels. In
all of them, data rates are strongly limited by ISI due to the
multipath characteristics of acoustic channels. Accordingly,
in underwater backscatter [2, 3], bitrates of up to 3 Kkbits ™!
could be achieved, while no equalization was employed.

We explored acoustic backscatter communication in GW
metal channels in our previous work in [18], reusing our pre-
vious tag design. We extended the reader with an analog I1Q
demodulator, allowing efficient demodulation at a higher fre-
quency resolution. A significant advancement over our pre-
vious work is symbol-timing recovery and equalization. Ac-
cordingly, data rates previously did not surpass 1.2kbits™!



over 3m, or 2.5kbits~! over 1 m, requiring extremely high
orders of modulation (N = 32). For comparison, we achieved
up to 10kbits~! in the same channels. Similarly, even ac-
tive communication approaches in GW metal channels did
not exceed 7 kbits~! [10], where an MFSK scheme was em-
ployed to limit ISI. To the best of our knowledge, all remain-
ing prior work on through-metal backscatter communication
related to sandwich plated channels (SWP) over ranges of
a few centimeters. SWP channels can employ longitudi-
nal waves as carriers, utilizing much higher bandwidth and
less location dependence. The highest reported data rate was
achieved in [20] with up to 55 kbits~! without equalization,
while IST was a limiting factor. We have given a comprehen-
sive overview of GW and SWP channels in [18].
6.1.2 Higher-Order Backscatter Modulation

Previous work on through-metal backscatter communi-
cation has employed binary modulation, e.g., by switch-
ing the transducer between open and closed state. Simi-
larly, only the envelope of the received waveform was ac-
quired at the receiver. Hence, available bandwidth could be
used more effectively with higher-order modulation schemes
and QAM demodulation. Higher-order backscatter modula-
tion was shown in underwater environments [3] and in RF
backscatter [6]. Both works used fixed impedances at the tag
to generate different reflection coefficients, yielding a perfect
constellation. This suggests that either the input impedance
of the transducer was influenced little by the specific channel
or that the authors chose the tag’s load impedances to match
the channel under test. In any case, the distorted constella-
tion was not a challenge. Hence, with known reflection co-
efficients, [3, 6] employed standard equalization techniques.

7 Conclusion

This work thoroughly investigated the guided-wave metal
channel for acoustic backscatter communication. A partic-
ular challenge posed by this channel is the strong influence
of the channel on a transducer’s input impedance, making it
impossible to choose the best load impedances to produce
the desired constellation before deployment. The resulting
distorted constellation is a nonlinear channel, not fit for stan-
dard equalization. We presented a channel model where an
equivalent linear channel can be constructed, relying only
on the steady-state constellation points that the reader can
acquire with a pilot sequence. We then evaluated the poten-
tial to enhance data rates in the guided-wave metal channel
by using an MMSE and a decision feedback equalizer. In a
parameter study, we analyzed the required equalizer length,
pilot sequence length, and potential improvement of channel
coding. We further extended the well-known LMS algorithm
for adapting equalizer parameters to a time-varying chan-
nel, so that also variations to the distorted constellation can
be tracked and tested this adaption technique in real-world
scenarios. Finally, we demonstrated that with the described
techniques, we increased data rates in the backscatter chan-
nel to more than five times the rate achieved without equal-
ization with little additional computational overhead.
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